Dear Friends of the Department,

"Professors grade the students, but who grades the professors?" Students do, of course, through course evaluations. And so do editors, national competitions for grants and awards, and potential students choosing where or what to study. But what of overall evaluation of the Department in its teaching and research activities, its standing in the profession, and its long-term prospects?

You've perhaps seen the rankings of departments, colleges, and universities created and published by many sources. These rankings each attempt to resolve questions of quality as well as quantity, and must be taken with a grain of salt. But their differing ways of measuring can also be a help, giving a department a more varied and broad-based idea of where — approximately! — it stands.

Perhaps the most important source of independent "quality control" of a department is the External Review process, which occurs on a cycle of about ten years. This is a two-year-long effort in which the department spends a year gathering data and assessing itself internally, and then the Dean invites a committee of outside experts to visit the campus for three days and prepare its own report. The external committee reports directly to the Dean, and is free to talk directly and privately to undergraduates and graduate students, junior faculty, and faculty in this Department and others. The results of this process help guide those in the University administration who must make decisions about allocating resources and faculty positions among the departments.

It is an extraordinary and revealing process — almost as if a corporation had to open its books and doors to its leading competitors. When I have described this process to philosophers in a variety of other countries, they have shaken their heads with amazement, and often wished their system had anything like it. For despite the enormous labor it represents, it is about as close to an independent peer review as one could expect to find in actual practice.

Our Department has just gone through this process, and I thought I might share some of its highlights with you. The internal review, created by a committee led by David Velleman, was exceptionally thorough and self-analytic — it has since been used as a model by the College of LSA for other departments. The external review committee, composed of John Cooper (Department of Philosophy, Princeton University), Catherine Wilson (Department of Philosophy, University of British Columbia), Michael Smith (Research School of Social Sciences, Australian National University), and George Wilson (University of California, Davis) found its conclusions largely in accord with the internal review. Here is some of what they wrote:

"In its internal review the Department cites two recent studies (1993 and 1997) that place Philosophy at UM in the top 8, and another (2000) that places it in the top 5, departments in the US. These rankings were based on assessments of faculty quality and/or effectiveness of graduate teaching... Internationally, only Oxford University and the University of London
rank with the top five US schools. The upshot is thus that, according to this latest study, Philosophy at UM ranks in the top 7 in the English-language world. This view of Philosophy at UM as outstanding accords well with the opinions of the members of the committee.”

This was especially rewarding, since we are at a time in Philosophy when aggressive, younger departments have displaced some familiar, famous departments at the top of the field. Michigan is one of a small number of long-standing top departments that has held its own in this fierce competition. The Committee also strongly endorsed our continuing efforts to continue to diversify the faculty and broaden our strengths.

What of students and junior faculty? We were very gratified to learn that the junior faculty and graduate students expressed a high degree of contentment overall with the Department, and to read that:

“On the whole, it was our impression that the department has constructed an effective program for its undergraduates, and this impression was reinforced in our meeting with a group of about thirty current undergraduate concentrators.”

There are also, of course, challenges to be met. Impending retirements by leading senior faculty, the need for more effective student advising, and the fact that faculty resources are stretched to the limit in covering teaching and administrative activities. The Committee was surprised that Michigan provides more faculty participation in discussion sections in lecture courses than most peer departments, even those in some elite private universities.

One of the chief sources of our success has been you, the students, alumni, and friends, who have made Michigan a rewarding place to teach and work, whose accomplishments in the larger world have reflected well on us, and who have often provided a vital margin of support through your generous contributions. This very positive External Report is your “report card” as well as ours, and we hope you’re pleased with the good grades!

Below you will read of some other highlights of the past year, the last year of Stephen Darwall’s highly-successful chairmanship of Philosophy, as he takes a richly-deserved research leave. A tough act to follow!

Another tough act to follow was our colleague Allan Gibbard’s Presidential Address to the Central Division of the American Philosophical Association, which met in Chicago in April. The text, which we are pleased to reprint below, was the talk of the convention, widely described as the sort of intellectual tour de force that only someone of Gibbard’s exceptional gifts could accomplish.

Faculty

Continuing its remarkable recent history of success, Michigan will again be represented in the Presidency of its division of the American Philosophical Association, as Stephen Darwall followed almost immediately in the footsteps of his colleagues Larry Sklar and Allan Gibbard, and was elected incoming President by the Central Division members. Three Presidencies over a span of a half-decade for one department may be unprecedented. Professor Darwall also gave his inaugural lecture as John Dewey Collegiate Professor, “Two Dogmas of Empiricism in Ethics”. This brings to three the number of Collegiate Professors in our Department.

We are delighted to report that Peter Ludlow, an internationally-recognized philosopher of mind, language, and linguistics joins the Department this fall as Professor of Philosophy, adding significantly to our increasingly-impressive strength in those fields. His work is wide-ranging and highly original, having written on self-knowledge, reference, logical form, and (event!) cyber-space ethics. His most recent book is Semantics, Tense, and Time: An Essay in the Metaphysics of Natural Language (MIT Press 1999). An exciting speaker and teacher, he adds remarkable erudition to his dynamic new ideas.

Also joining our department is an exciting multidisciplinary scholar who comes to Michigan as the new Director of the Institute for the Humanities, Daniel Herwitz (currently in the Department of Philosophy of the Natal in South Africa). Professor Herwitz’s intellectual biography is a virtual model for what the Institute for the Humanities seeks to achieve by way of engaging creative minds substantively across traditional disciplinary and national boundaries. An expert in aesthetics, his appointment will be shared by Philosophy, Art History, and the School of Art; US-trained, he went to South Africa to be present for the challenging cultural, intellectual, and social transition in the wake of the ending of Apartheid. His work ranges from 19th century aesthetics to 20th century music and modernism to 21st century questions about the role of memory and forgiveness in art, architecture, and politics.
Larry Sklar, a pre-eminent philosopher of physics, was honored in numerous ways this past year, not the least of which was his election to the highest honor of Michigan faculty, a Distinguished University Professorship. Professor Sklar, in turn, continues to honor one of the moral philosophers whose writings and humanity helped make Michigan great, by retaining his title as William K. Frankena Professor. Professor Sklar joins Professor Gibbard among the elite ranks of University Professors at Michigan.

Important new books forthcoming from the faculty include Louis Loeb, Stability and Justification in Hume’s Treatise (Oxford University Press), Stephen Darwall, Welfare and Rational Care (Princeton University Press), and David Velleman, Self to Self (Cambridge University Press).

Faculty also gave dozens of invited lectures at departments and conferences around the country and the world. Among the most notable, Allan Gibbard gave the Passmore Lecture at Australian National University, and Ken Walton gave the Romanell Phi Beta Kappa Lectures.

Michigan continues its tradition of interdisciplinary work. Elizabeth Anderson addressed a number of major law schools and public audiences on the subject of affirmative action, and her work will appear soon in the NYU Law Review. Jim Joyce won a major Rackham grant for a collaborative project in statistics and scientific method with two well-known scientists, Professors Mario Mateo in Astronomy and Michael Woodruffe in Statistics. P.J. Ivanhoe’s translation of the Dao de Jing of Laozi as well as a revised edition of his well-known book Ethics in the Confucian Tradition both appeared this year.

Our new colleague Jason Stanley continues his blistering pace of writing, completing five major articles in his first year here — all the while maintaining a blistering pace in another domain: he is a dedicated middle-distance runner and racer.

Distinguished Visiting Faculty

The Weinberg Distinguished Visiting Professor for this past year was Martin Davies, who gave the Weinberg Lecture and taught a much-appreciated seminar in the philosophy of mind and language, attended by faculty and students alike. Professor Davies came to us from the Australian National University thanks to the generosity of Marshall Weinberg, and we were delighted that Marshall once again was able to come to Ann Arbor for the public lecture that is associated with his distinguished visitation. Also coming to us from the ANU research faculty was the Nelson Philosopher-in-Residence, Philip Petit, a philosopher of amazing breadth whose seminars ranged from the surprising phenomenon of motion blindness to the age-old problem of weakness of the will. This past year’s Tanner Lecturer on Human Values was given to an audience of over 200 by the well-known art historian Michael Fried. His discussion of formalism in art criticism was given a thorough examination in the Tanner Colloquium that followed the Lecture, and included Toril Moi (Professor of Literature, Duke), Thomas Crow (Director of the Getty Museum), and Richard Moran (Professor of Philosophy, Harvard). It has been for me one of the privileges of being a member of this Department to participate in the planning and enjoyment of the wide-ranging, high-level intellectual feast afforded by the annual Tanner Lecture and Symposium.

Graduate Students

A number of Ph.D. dissertations were brought to fruition this year, and their variety reflects the evolving diversity of Philosophy itself: Kathleen McShane “The Nature of Value: An Environmentalist Challenge to Ethical Theory”; Robert Mabrito, “Studies in Disagreement and Consistency”; Charles Goodman, “Ancient Dharmas, Modern Debates: Towards an Analytic Philosophy of Buddhism”; Greg Sax, “Toward a Theory of High-Grade Representation: a Taxonomy of Content Types”; and James Bell, “The Relevance of Skepticism”.

Life after graduate school will include teaching philosophy for the following students, who faced a much-straitened job-market, with many one-year positions: Robert Mabrito (who will go to Tufts), James Woodbridge (William and Mary), Blain Neufeld (Stanford), Charles Goodman (Wisconsin, Milwaukee), and Kathleen McShane (tenure-track, NC State). McShane also won the Department’s John Dewey Prize to reward excellence in graduate-student teaching. Patrick Lewtas won the Stevenson Award for an outstanding candidacy dossier.
Every year the graduate students mount a Spring Colloquium, which continues to attract major philosophers and to generate considerable intellectual engagement in the Department — not least from those graduate students who have the daunting task of providing a public comment on the talks of the visitors. As in the past, the visitors were impressed with the high level of the graduate commentaries. The topic of the Colloquium was “Perspectives on Libertarianism”, bringing together A. John Simmons (Virginia), David Schmidt (Arizona), and Michael Otsuka (London).

Concentrators

Our undergraduate concentration continues to flourish and grow, despite (perhaps in part thanks to?) our reputation as a difficult, hard-grading discipline. The annual reception for graduating concentrators was fun and heart-warming in equal proportion, as always, as proud parents and students celebrated their joint accomplishment. The Frankena Prize for excellence in the concentration went to Seth Yalcin, a remarkable young philosopher working on recalcitrant problems in metaphysics. A paper by Yalcin on pretense in ontology shared the Department’s Haller Prize for best undergraduate paper with Ryo Kikuchi’s paper on consciousness and personal identity.


To all 2002 Graduates, our congratulations and best wishes for the future! And to all Alumni, Alumnae, and Friends, may you have a rich and rewarding year!

Sincerely,

Peter Railton
Chair

Steve Darwall finished an exceedingly successful three-year term as Department Chair on July 1, 2002. Peter Railton, the incoming Chair, assumes active duties on January 1, 2002. Louis Loeb will serve as Interim Chair during the fall of 2002.

The Reasons of a Living Being

Allan Gibbard

When I came to the University of Michigan twenty-five years ago, Charles Stevenson had just retired, and I came to occupy his budget line. Over the next few years, this seems to have had a deep effect on me. Previously I had thought a lot about moral disputes and what’s at issue in them, but I’d just been baffled; I hoped some solution would turn up. Now some Stevenson-like ways of tackling the puzzle began to occur to me, and I convinced myself that they have more power than I had previously thought possible. Perhaps I had good reason to be convinced — or perhaps you’ll find it was just the subliminal influence of the budget line.

The puzzle about moral issues was Moore’s puzzle, the one that G.E. Moore made especially vivid a century ago. As we all learn at our philosophical parents’ knees, Moore argued that moral questions concern a non-natural property. When we try to settle a moral question, he maintained, we’re not in the same line of inquiry as when we use empirical, scientific methods to inquire into the natural world. Notoriously, Moore had an “open question” argument which seems in retrospect to be fishy, and a “naturalistic fallacy”
which he put in lots of different ways, all of which seem to beg the question. Later on he saw his first book as terribly confused. But he had another line of argument which, it seems to me, just won’t go away; I call it the “What’s at issue?” argument.

Jack, imagine, claims that all pleasure is good in itself, but Jill says that guilty pleasures are not in themselves good. So Jack says that all pleasure is intrinsically good, and Jill disagrees. What’s at issue in all this? The two disagree about something, sure enough — but what? Jack, imagine, adds that after all, ‘good’ just means pleasant. But if he’s right about what ‘good’ means, then they can’t be disputing whether all pleasure is good, for they both agree that all pleasure is pleasant. Take any preferred definition of ‘good’, Moore argued, and we can construct a similar puzzle for it. Now whether any Moore-like argument can be made to work is still a matter of controversy, to be sure, but Moore does, with this argument, offer us a broad test for any account of what moral claims consist in. Ask what’s at issue; that’s the test. What, according to the account, is at issue in moral disputes? What does the disagreement consist in? Some accounts, even today, won’t have plausible answers to this question. Charles Stevenson thought that Moore’s arguments on this score worked, or at least that he could find arguments like Moore’s that worked. And Stevenson had an answer to the “What’s at issue?” challenge: Jack’s for and Jill isn’t. What’s at issue is what pleasures to go for. Jack intrinsically favors all pleasure, whereas Jill withholds intrinsic favor from guilty pleasures. The two disagree not in belief about some special property; but instead, they disagree in attitude.

Now of course a lot happened philosophically in Stevenson’s three decades at Michigan, and the influence of his budget line wasn’t going to reproduce in me exactly Stevenson’s original theory. I’m taken also with A.J. Ayer’s original way of putting things — and eventually, Ayer and Stevenson each took on board aspects of the other’s approach. My own view isn’t either of theirs; it isn’t a form of emotivism. But devices that Ayer, Stevenson, and others invented in the mid-1930’s turn out, I claim, to be more powerful than even they realized. Such are the joys of hindsight.

The issues now seem much broader than just morality. My teacher and colleague Richard Brandt talked of what it’s rational to do or to support. Wilfrid Sellars talked of the “space of reasons”. We can broaden the puzzle the great non-naturalists and emotivists addressed, to one of rationality, or to something grandiose like “the place of reasons in a natural world”. Reasons are what weigh toward something’s being rational. What’s puzzling in moral disputes, then, may boil down to what’s puzzling about reasons — reasons to do things, reasons to believe things, and the like. What reasons do you have to help others? Do you have reason to care if they suffer, apart from how their suffering comes to affect you? How do you have reason to feel about someone who preys on others? Is the pleasure something brings you always reason to favor it?

Reasons are puzzling, and one thing that’s puzzling about them is this: We are living beings, and as such, we are parts of the world of nature. But in the natural world, clearly we’re exceptional. Our species has developed refined and ingenious ways of studying the natural world, and these methods tell us a lot about how we are exceptional. For one thing, of course, we are living, and life is so unlike anything else in the universe that it long seemed that the only possible explanation was a special vital principle. Since Darwin, though, we begin to see how aeons of natural selection can account for why life, viewed as part of nature, is so different from non-life. Even among living organisms we’re exceptional, and the human brain is vastly more complex than anything else we know about. Human history, politics, social life, learning, and the arts are far more complex than anything even in the life of chimpanzees, though the genetic equipment that allows a human child to grow up to participate in all this is just a last minute evolutionary tinkering, over the past couple of hundred thousand generations, with a tiny proportion of chimp DNA. Biological thinking may give some hints as to how natural selection worked to shape the potentialities of a human infant. We can get some ideal of how babies equipped with these potentialities grow up, in interaction with older people who all started out as babies, to become the human adults we know. Lore, literature, and common sense tell us a great deal, and psychology and social sciences at their best can extend this knowledge and help us integrate it into what we know of the workings of the natural world.

We’re exceptional, though, in ways that seem to resist incorporation into any such scientific picture. We have thoughts and opinions and we make assertions to each other. We’re conscious of colors and feelings. And we have reasons to do things. Imagine a science of humanity so successful that it could explain,
in terms of levels of complexity built on fundamental physics, the sound waves that come from my mouth, all the neuronal patterns in your heads as a result, and all the movements of our limbs and fingers for the next week. Such a science would have to show us as exceptional indeed in the universe. But throughout the era of modern natural science, at least since Galileo and Descartes and Hobbes, crucial parts of philosophy have tackled what's exceptional about us and seems to be left out of the picture. Philosophy is always dealing with how to make sense of new findings in science, thinking how they might transform our visions of ourselves and our surroundings, or how they might fit in with things we always thought we knew. That's no means all that philosophy does, but questions of what to make of the scientific image form a significant part of our job. And so we ask where in a naturalistic picture of ourselves are beliefs, consciousness, and reasons.

Moore thought that moral facts somehow lie outside the world that empirical science can study. We can broaden this to a claim about the space of reasons as a whole, which, we can say, lies outside the space of causes. The "space of reasons" is the whole realm of normativity, to use a less picturesque, more technical term that we philosophers like. It's the realm of *oughts*, we might say, for what I ought to do is what the reasons that pertain weigh toward all told. The reasons to do something, as TM Scanlon puts it, are considerations that count in favor of doing it.

Now Stevenson and Ayer devised a cluster of strategies which I want to broaden. (I should warn you that I'll play rather free with their doctrines and motivations, as I've already been doing.) Moral claims, they agreed with Moore, aren't claims that can form part of the empirical sciences. But still, we can understand what we're doing when we make moral claims: according to Ayer, we're expressing emotions or attitudes. There's a broad strategy at work here, a strategy that has come to be known as *expressivism*. (There's no very good name for this strategy that I know of, but this one, I think, is the least unsatisfactory.) To explain the meaning of a term, to explain the concept that the term conveys, don't offer a straight definition. For normative terms, Moore and the non-naturalists are right that no definition in non-normative terms will capture the meaning. Instead, explain the states of mind that the uses of the term *express* and don't just explain it as the "belief" that so-and-so. Trivially, normative statements express normative beliefs or judgments. Ayer and Stevenson proposed that moral judgments are feelings or attitudes. I've said that we can broaden the question of meanings to cover normative terms in general. Suppose, then, we try the expressivist twist on oughts in general. What kind of state of mind do @if[ought] claims express?

Ayer stressed the difference between expressing an attitude and saying that one has it. It is the difference between saying "Boo for lying" and saying "I'm against it." This difference is subtle, since either one of these speech acts gets the hearer to think the speaker is against lying. Stevenson’s talk of disagreement, though, lets us get at the difference. If you say "I'm against it", then literally, I disagree if I think you're not against it. If you say "Boo for lying", I disagree only if I disagree with your opposition to lying. What's at issue in the two cases, then, is different: With "I'm against it", what's literally at issue is your state of mind, whereas if you say "Boo!", what's at issue are feelings.

What's at issue with oughts in general, then? we can ask. Jack and Jill need water, imagine, but the hill is slippery. I say that Jack ought now to go up the hill, but you disagree. What's at issue between us? Isn't the issue what to do? Not what to do in your case or in mine, but somehow in Jack's. It's a question of what to do if in Jack's shoes. We explore together what Jack ought to do, engaging in a kind of hypothetical contingency planning. We put our heads together and think the problem through as if on Jack's behalf. Jack himself thinks fleetingly what to do, and decides to follow Jill up the hill. When he falls and breaks his crown and the dangers become more vivid to him, he may come to disagree with that earlier decision. You and I address the same problem as Jack himself rethinks: what to do in his original situation. You disagree with Jack's decision to go up the hill, whereas I agree with it. Switching to normative language, we can describe our states of mind like this: you and Jack both think he ought not to have gone up the hill, whereas I disagree: given the need for water, I conclude, getting the water was, in prospect, worth the danger.

Why should you or I plan, though, for such a fantastic contingency? Why, for that matter, should Jack rethink his decision, when the moving finger has writ and he can't unbreak his crown? It's clear enough why to plan for some contingencies you might face — a traffic jam on the Dan Ryan Expressway, say, when
you want to drive south. Why, though, plan for contingencies you know you won’t face — such as Jack’s choice of whether to go up the hill? Well of course, mostly we don’t. Even if I’m right that ought thoughts are plans, we don’t usually worry ourselves with whether, in light of the needs and the Dangers, Jack ought to have gone up the hill. But we do do lots of planning for how to cope with needs and dangers; that’s a crucial part of life to plan for. Jack reconsiders after the fact because he’ll face such choices again; he’s engaged in a kind of rehearsal for further such choices. You and I might join him in this, considering Jack’s plight as an exercise in planning for life. Just as Jack might disagree with his earlier decision and so emerge wiser from the calamity, so might you or I. Of course mostly, when we engage scenarios and the places one might hypothetically occupy in them, we aren’t thinking to some aforethought purpose — any more than children play to develop their skills and social knowledge, or you read a novel to sharpen your powers of social apprehension. We’re just built to engage in such activities, and it’s a good thing we are, since doing so functions as rehearsal for later eventualities. We’re curious about oughts as well as is.

There’s a place in our lives, then, for planning even for the wildest of contingencies. Still, does this really vindicate disagreement in plan? Why treat your plans and mine for Jack’s plight as anything on which we could disagree with each other? You have your plans and I have mine; why isn’t that just a difference between us as with age, height, or tastes? You have a flatter head than I do, suppose: That’s not a disagreement between us; it’s just a difference in how we are. You plan, for the contingency of Jack’s plight, to stay safe and waterless at the foot of the hill, whereas I plan, as did Jack, to go up the hill with Jill. Isn’t this just another difference in our biographies? How is it a disagreement?

Not that there are separate questions of what you are to do in Jack’s plight and what I myself am to do: Jack’s exact circumstances include everything about him, and our question is what to do if one is he and thus exactly like him in every respect in which we differ. Still, why treat that as something you and I can discuss and agree on or disagree on? Well, I say, that’s because we need to be able to put our heads together. Often we need to think cooperatively, treating each other’s thoughts like thoughts that occur to oneself, to be considered and supported or refuted, to be accepted or rejected. It is not always good to think alone.

So let’s extend Stevenson to say that there is such a thing as disagreement in plan. You and I can disagree on what to do if in Jack’s situation, with all his characteristics. This isn’t the same thing as “disagreement in attitude” as Stevenson’s used the phrase. His disagreement in attitude is disagreement as to what shall happen. Imagine a pacifist who is meek on principle and a bully who takes advantage of this and slaps the pacifist’s cheek. When it comes to what shall happen, the two might both favor the same thing: that the pacifist turn the other cheek. On this one point, the two agree in Stevensonian attitude: they both favor the same thing’s happening. But they disagree in plan; they disagree on what to do if in the shoes of the pacifist. The bully plans to strike back in such cases, but the pacifist instead turns the other cheek. The bully is planning, to be sure, for the contingency of being someone who is meek on principle, someone who is going, as it happens, to turn the other cheek. But the bully disagrees with the pacifist’s plan. The bully’s hypothetical preference for the pacifist’s situation is to snap out of his pacifism and strike back. The two disagree in plan, then, for the contingency of being the stricken pacifist.

Now the possibility of such disagreement in plan, I claim, has far-reaching consequences. I’ll sketch a few of them, though I won’t really be able to argue for what I say; I want rather to contemplate what happens if these claims are true. The first chief consequence is that we can deal with complex normative claims. We get an answer to the Frege-Geach challenge to expressivism. The mother admonishes, “If lying is wrong, then getting your little brother to lie is wrong too.” Starting with the notion of disagreement, we can say canonically what the content of such a plan-laden claim is. The mother has come out in disagreement with any plan to shun lying but get little brother to lie. In general, to get the content of a plan-laden claim, we map all the combinations of pure plans and pure factual beliefs with which the claim is in disagreement. Disagreement is the key to content; content is what there is to agree or disagree with. So allowing for disagreement in plan gives us plan-laden content — normative content.

The second chief consequence will sound surprising, coming from an expressivist. In a sense, it follows, normative terms like ‘ought’ refer to properties and relations — indeed to properties and relations that are natural, that can figure in an empirical science of humanity. My argument for this is
transcendental: As planners, capable of agreement or disagreement in plan, we are each committed to this naturalistic-sounding thesis. Once we establish this thesis as one to which we are all committed, this thesis of natural constitution, we can proceed to assert it: There is a natural property that constitutes being what one ought to do. Thus we’re all committed to agreeing, in a way, with normative naturalists: the term ‘ought’ refers, in a sense, to a natural property.

And what property is this? That’s not a linguistic question; it’s the grand, basic question in ethics, the question of how to live. You accept an answer to this question if you have fully thought out what to live for and come to a conclusion. Consider a view that fits some aspects of Henry Sidgwick’s doctrines: A universal hedonist whom I’ll call Henry plans always, in every conceivable contingency, to do whatever holds out maximal prospects for net pleasure in the universe. Henry, then, has a view about the property that constitutes being what one ought to do. It is, he says, the property of being unhedonic, as we might call it: the property of holding out maximal prospects for net pleasure in the universe.

Henry, then, accepts this thesis of natural constitution. Indeed not only does he think that there’s a natural property that constitutes being what one ought to do; he has a view on what it is. Many of us, though, don’t have anything like a complete contingency plan for how to live, or a formula for constructing such a plan. Still, I claim, we are each committed to the thesis of natural constitution. For suppose you are at least consistent. Then the thesis is something you’d accept if, fantastically, you completely filled out your views on how to live, and did so without changing you mind about anything. Any way of filling out you plans, becoming hyperdecided on how to live, brings with it accepting the thesis of natural constitution. So it’s something you are already committed to as you think you way toward a fuller view of how to live. It’s something that obtains, you can say, no matter what turns out to be the way to live.

Now I don’t mean you to be convinced by this cryptic sketch of an argument. Even if I had succeeded in making the argument clear, it would raise many issues I can’t quickly resolve. I want to sketch the possibility, though, of a view of normative concepts that has us sounding like expressivists, like non-naturalists, and like naturalistic realists in important respects — all at the same time. We start out with devices of the classic emotivists: with disagreement in plan reminiscent of Stevenson, and with Ayer’s talk of expressing a state of mind. We let the state of mind in question be a kind of contingency planning for living. As Ayer and Stevenson saw, we derive Moore’s conclusion that normative concepts aren’t naturalistic. Two people might agree, in naturalistic terms, on all the natural facts and still disagree basically in plan. There’s something at issue between them, but not something we can put in naturalistic terms. It’s a question of how to live. Still, as naturalistic realists insist, normative terms like ‘ought’ do signify natural properties. That’s something that Ayer and Stevenson didn’t say, but it falls out as a consequence of some of their ways of thinking.

Simon Blackburn coined the term ‘quasi-realism’ for a program like this one. We start out without helping ourselves to ethical and other normative properties. But then we earn the right to speak as realists do. Indeed we may be hard pressed to identify any real differences between naturalistic realism, non-naturalistic realism, and expressivism, once these positions are suitably refined. We may have a happy convergence of different approaches to metanormative theory. I think of what I’m sketching as filling out this program that Blackburn proposed. My impression is that he’s skeptical of the extremely metaphysically-sounding claims that I’ve been sketching here, but if those claims are right, then perhaps they fit Blackburn’s program.

Everything I’ve been saying depends on a distinction that’s been in the air in recent decades but which wasn’t much around when Ayer and Stevenson were doing most of their work. It’s the distinction between properties and concepts. The property of being water, we can say, turns out to be the property of being H2O, of consisting in molecules of a certain kind. Still, the concepts are different: the prescientific concept of being water isn’t the scientific concept of being H2O. It was a live question at one time whether water was H2O, a question on which people could coherently disagree. People disagreed as to whether water is H2O; they didn’t disagree as to whether water is water. We can ask what was at issue. Disagreement, then, is a matter of concepts, not properties: it isn’t always preserved when we substitute distinct concepts of the same property.

Once we have this distinction, we can say this: All properties are natural, but some concepts of properties aren’t descriptive and naturalistic. Some concepts find
their place not in naturalistic description but in planning. Suppose, then, that Henry the universal hedonist is right on how to live: the thing to promote in life is the happiness of all. Then the property of being what one ought to do just is the property of being unhedonic, of holding out maximal prospects for total net pleasure in the universe. But the concept of ought is distinct from the concept of being unhedonic. For a perfectionist Percella can dispute with Henry: Perce says that the unhedonic thing isn’t always what one ought to do. Henry understands her — and nothing about logic or our linguistic conventions by itself settles who is right. Perce and Henry have the same concepts; that’s why they can engage each other’s claims and not just talk past each other. Henry is right, we’re supposing, and so the terms ‘ought’ and ‘unhedonic’ refer to the same natural property. But conceptually, Perce is coherent. Once she explains what perfection consists in, on her view, we know what’s at issue between her and Henry. It’s whether to live for universal happiness or to attain that kind of perfection.

This scheme, as I’ve been saying, has attractive features. Some tenets of Sidgwick’s and Moore’s ethical intuitionism seem hard to escape, and the scheme delivers these tenets. The inescapable tenets consist, it turns out, just in what we’d have to accept if we are to plan our lives coherently and intelligibly. We don’t need non-natural properties, just the kinds of non-descriptive, non-naturalistic concepts that would have to figure in planning. Normative concepts do signify natural properties, we can say, but they have their own special way of doing so. The scheme respects normative thinking: it avoids any blanket debunking of it — though we should still debunk certain theories of what normative thinking consists in. And it’s a good thing that we can see normative thinking as inescapable in intelligent living. For normative thinking figures in a wide range of areas that we couldn’t give up as nonsense. Normative epistemology, for instance, we can now say, consists in contingency plans for forming beliefs. It’s a serious question, for instance, whether the evidence supports a Darwinian theory of natural selection, and more broadly, what the canons of scientific evidence are. I take these to be planning questions, questions of how much credence to put in theories given various epistemic contingencies. They are questions of what we ought to believe. Oughts are to be found even in places far from ethics.

Is this picture I have given, though, a naturalistic one? Does it really let us dispense with all mumbo jumbo of a non-natural realm? Not exactly. We can view ourselves as complex products of natural selection and the kind of cultural history that natural selection could make possible. We can see, in these terms, why beings like us might be interpretable as planners who share our planning thoughts. Suppose we view ourselves this way, and suppose furthermore, we interpret such natural beings as keeping track of what disagrees with what. Then we are interpreting ourselves as having normative thoughts. We can see, in short, why natural beings like us would be plausibly interpretable as having normative thoughts.

The scheme I’ve been sketching has a further happy consequence: If you start out as a non-naturalist, you have to accept certain features of the space of reasons as just brute normative facts: for instance, that the normative supervenes on the natural. Once we see normative facts as plans, we see why this supervenience is something that any planner is committed to. Plans must be couched in empirical, naturalistic terms because we have to be able to recognize the situations the plans address. A plan to do whatever there’s most reason to do, for instance, is no plan at all, until it’s supplemented by an account of how to recognize what there’s most reason to do. With this supplement, the plan is in effect couched in empirical terms.

On the other hand, the scheme in no way lets us substitute naturalistic thinking for normative thinking. Instead it follows Moore in concluding that there’s just no substitute for normative thinking. And moreover, it doesn’t tell us how to translate, in strictly naturalistic terms, claims about people’s normative states of mind. Take the claim, “Jack is convinced that he ought to go up the hill.” I haven’t indicated how to translate such a psychological claim into terms that fit a broadly Galilean picture of the universe. Imagine we understood Jack completely as a physical system. Imagine we understood him, at many different levels of explanation, as a product of natural selection and a vastly complex human ecology. This would include grasping the explanatory patterns of his neurophysiology, understanding how evolutionary signaling theory applies to his patterns of neural firings and the sound waves that come out of his mouth, and all sorts of things like that. My hope is that the expressivist scheme I’ve sketched would then let us see why Jack, so viewed, is conveniently interpretable as thinking that he ought to go up the hill.
He'd be conveniently interpretable that way, I'm saying. For Jack, viewed as a natural system, is conveniently interpretable as keeping track of his surroundings. (We have some naturalistic idea, for instance, how rats keep track of their position in a maze.) He'll be conveniently interpretable as planning, and we can conveniently interpret him as agreeing and disagreeing with combinations of plan and mundane fact. And that, I'm saying, is all we need if we're to interpret him as having normative thoughts.

I'm speaking of convenient interpretation, how a natural being, viewed naturalistically, might be conveniently interpreted. But how much does this establish if true? For anything I've claimed, a convenient interpretation might be no more than a convenient fiction — like the stupidities we attribute to the computers on our desks. When Jack is conveniently interpretable as thinking he ought to go up the hill, is that what he's really convinced of? Is he really thinking he ought to go up the hill?

That, I've implied, is a question of agreement and disagreement: for issues of meaning and interpretation, as I've been harping, agreement and disagreement are the key. What Jack accepts by way of @i[ought]s and @i[is]s, I've been saying, is a question of which possible states of mind he disagrees with and which he doesn't. Now I haven't offered any naturalistic translation of claims about disagreement. And if I did, my translation might be subject to Moore-like challenges. Do Jack and Jill really disagree with each other on Whether they ought to go up the hill? Suppose you and I disagree on this question of how to interpret them, this question about disagreement. What's then at issue between us? That's Moore's challenge, transferred from ethics to the theory of meaning itself. It's a question about the meaning of meaning, or the meaning of claims about mental content, claims about what people are thinking. And I haven't so much as sketched how to respond.

Issues of meaning and mental content may in part themselves be normative issues. A number of leading philosophers have asserted that they are, and whether meaning is in some sense "normative" is a daunting question. The question has received intensive scrutiny over the past decade or two, and the issues still aren't entirely clarified. Perhaps to understand claims about what Jack really is thinking, you have to understand about commitments, or about correctness — and the concepts of commitment and correctness seem to be normative ones. Take two claims that contradict each other: Jack thinks, imagine, that snow is white whereas Jill thinks that nothing is white. Jack and Jill disagree — and this implies, among other things, that we ought not to accept both these claims at once. We ought not both to accept that snow is white and to accept that nothing is white — that's a normative claim. Claims about states of mind and their content seem themselves, then, to be fraught with ought. Some philosophers argue that this appearance dissolves on close scrutiny, and I'm not claiming to establish this "normativity of meaning" thesis or even urging us to accept it. But I'm not denying it either. Perhaps the right theory of normative thinking must itself be a normative theory. Perhaps Robert Brandom is right that it's norms all the way down.

If so, then the account we end up with won't be strictly expressivist or strictly quasi-realistic, by a stringent standard of what qualifies under these terms. That is to say, it won't fit the following pattern: that it starts out helping itself to a purely non-normative reality, and ends up, all on its own, earning our right to realistic ways of talking about oughts.

Still, the account is expressivist in a weaker sense. It draws on central philosophical devices of Ayer and Stevenson. And if it succeeds in its ambition, it makes clear how natural beings like us would be conveniently interpretable as having ought thoughts. As for whether this interpretation would really get things right, perhaps we should take this question with a grain of salt. Suppose none of our uncertainties were scientific: we understood Jack completely in purely naturalistic terms, insofar as beings like him or us can be understood in naturalistic terms. Suppose you and I none the less have competing interpretations of Jack, and that these interpretations both are as convenient as can be. What's then at issue between us? as Moore might ask. Well, perhaps nothing real: perhaps nothing real is at issue. That's a familiar enough conclusion in the past half-century of philosophy, with Quine and in his wake. We can perhaps be skeptics about picky questions of meaning that go beyond questions of convenient interpretability.

With normative questions, in contrast, it's hard to be a skeptic; it's hard to take the questions with too many grains of salt. The question of what to do is inescapable. Sartre's man who asks himself whether to join the resistance or take care of his mother can't dismiss the question as nonsense. And when he comes to a decision, he has accepted an answer to a normative question, the question of what he ought to do in the circumstance.
Or at least, he has come to a normative view if a big if is satisfied. He has reached an ought conclusion if there is such a thing as agreement and disagreement in plan, if we can come to agree or disagree with his conclusion. Whether there is such a thing as disagreement in plan, though, is a deep question — as I have indicated. You and I can certainly think what to do if in this Frenchman’s exact circumstances, and form a different plan from his. The deep question is why to treat this as any sort of disagreement. Why think there is such a thing as disagreement in plan? My answer has gone in two stages. First, in planning I have to be able to change my mind, and this amounts to disagreeing with things I had concluded earlier. Second, in thinking how to live, we need each other’s help.

Disagreement in plan, I’ve been saying, is the key to explaining normative concepts — that along with Ayer’s distinction between expressing a state of mind and saying that one is in it. The concepts we explain with these devices act much as the classic non-naturalists recount. Explanatory devices we get from the classic emotivists Ayer and Stevenson, then, lead us to crucial aspects of Sidgwick, Moore, Ross, and Ewing. Now if we really get this much convergence, that should be grounds for celebration: perhaps we’re really getting at what’s going on with is and ought. Of course, it is bound to go on being controversial whether we do achieve this convergence — and legitimately so, as we work to understand better the tangle of issues in play. The convergence also leaves the question, though, whether an expressivism that draws on Ayer and Stevenson tells non-naturalistic normative realists anything they didn’t know before.

So let me review some of the ways that Ayer’s and Stevenson’s devices lead to illumination, if I’m right. (I’ve been playing on my institutional tie to Stevenson, whereas I don’t know if Ayer ever set foot in Ann Arbor. But Stevenson, it’s said, was fired from Yale for the immorality of his theories, and the first time I ever set eyes on Ayer, across a room, his doctor, apparently, had forbidden him to travel to Yale to lecture. “I know I’ve got to die some day,” he declared, “but not in New Haven!” I don’t know if Stevenson would have welcomed the sentiment if he had still been alive.) Anyway, first of all, Ayer’s and Stevenson’s devices let us take what comes across a mystery, as Moore presents it, and see it in terms of something familiar and pretty comprehensible. We can explain ought convictions as plans, oughts as deliverances of planning. Second, the brute features of Moore’s non-natural realm fall out as things a coherent planner would have to believe in. We get supervenience of the normative on the natural, and get something that fits Moore’s talk of the good” as something natural: there’s a natural property, I’ve been saying, that constitutes being what one ought to do.

So do we eliminate the mumbo jumbo of a non-natural realm we can intuit? Not exactly, but we see why a being like you or me would have to be interpretable as committed to this mumbo jumbo. We work toward a naturalistic view of why we’d have to be so interpretable. And all this is in a world where all properties are natural — though non-naturalistic concepts apply to it, and we can see why.

We ourselves are parts of the natural world we study, and the moral, perhaps, is that this makes for concepts that aren’t just naturalistic classifications of nature. I’ve been exploring some ways all this might happen — but mostly, I’ve been musing over the consequences of a philosophical approach, a theory of normative concepts. I’ve gone in haste over a number of theses and issues. I’ve sketched this approach not so much with an eye to laying out “What does it mean and how do we know?” but with an eye to the question “So what?” In particular, what does all this say about whether we live as purely natural parts of a purely natural world? So is what I’ve been sketching, you might ask, naturalism, non-naturalism, or something else? It’s a view that’s all three, I answer, in ways we need to distinguish. It’s not the classic emotivism of Ayer and Stevenson, but still, devices those thinkers invented help us construct a view that takes in crucial aspects of all three
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