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Let us rewrite the scheme as

o u o
2Af h?

Then the truncation error of this scheme is given by (here, x; = il and t, = nAt),

o (X, bnaa) — (X, k) w(Xiog, bns1) — 20(X byg1) + 10 (Xigq, )

*' 2Af h2
— 1y (X, byg1) + O(A) — tigr (Xi, tya1) + O(H?)
= O(At+h?)

In matrix form, the scheme can be written as,
un+2 — 2AfAU“+1 + un

where A is the central difference discretization of the 9% operator, with —2’s along the
diagonal and 1’s along the first super- and sub-diagonal. We can then write down the

recurrence relation between the global errors:
E"2 = 2AtAE™H + E" — 2AtT"

Since A is real and symmetric, it has a full spectral decomposition, i.e. there exists a
orthonormal eigenbasis of A. We can therefore write

n+2 _ n+1 no n
Ef? = 283" + Efy — 24t

where Ay is the k-th eigenvalue of A, and v ;) denotes component of vector v along the
corresponding eigenvector. We see that the truncation error T&) at timestep n would
not grow in the successive timesteps if roots of the characteristic equation

0% =2AtA 0 + 1
given by
0= AA £/ (AEAL)2 +1
satisfies |p| < 1 for each eigevalue A;. Now eigenvalues of A are given by,

2 kth

A = —(c -
k ;'IZ(wSN—Fl

1), k=1,...,N
Thus Ay < 0 and it is therefore enough to choose Al such that

—1 < AtA =/ (DIAR)2+ 1 < AtA+ /(AR )2 +1 < 1



The first inequality implies

VA2 +1 < 1+A = (AA)2+1 < (1+AA)? = Ax >0,

a contradiction; thus the method is never stable.



